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Abstract. Determining the type of Diabetes Mellitus (DM) is very important to determine what
treatment is suitable for a patient. Unfortunately patient information about what type of diabetes
is often ignored, so the patient gets a wrong diagnosis. This study aims to bl.mil classification
model in determining a DM patient diagnosed with one type of DM, namely type 1 DM, type 2
DM, Gestational DM or special type DM. The indicators used in determining the classification
for diagnosing patients are age, sex, blood pressure, levels of blood glucose, weight, and height.
The classification method used is the Neural Network method with Learning Vector
Quantization (LVQ) algorithm. Algorithm LVQ provides results 96% accuracy for training data
with final epoch is 759 and 90% accuracy for testing data.

EB) Introduction

Diabetes Mellitus (DM) is not a new phenomenon for (&) people of Indonesia. The World Health
Organization (WHO) latefjreleased data that the number of patients with Diabetes Mellitus (DM) has
increased to 422 million [1]. Diabetes is a group of metabolic diseases characterized by hyperglycemia
resulting from defects in insulin secretion, insulin action, or both. Chronic hyperglycemia of diabetes is
associated with long-term damage, dysfunction and fail§f of various glands, especially the eyes,
kidneys, nerves, heart and blood vessels. It is important to know the signs and symptoms of diabetes as
well as the diagnosis is to be treated as soon as possible [2]. However, over the past few decades,
research has found that different types of diabetes have different causes may be similar despite the
pathology program. 3]

Based on the definition of the National Diabetes Data Group (NDDG) the World Health
Organization (WHQO), there are four types of diabetes, namely dffibetes mellitus insulin-dependent (type
I diabetes), diabetes mellitus, non-insulin-dependent (type 2 diabetes). gestational diabetes mellitus
(DMG), and diabetes secondary to other conditions. Diabetes can be did€hosed with the classic signs
and symptoms of diabetes and blood glucose levels are very high, with a fasting plasma glucose (FPG)
= 140 mg / dl, or with glucose venous plasma > 200 mg / dL at 2 hours after 75 g of glucose oral [2-4].
[f§wever, to determine a person's entry in the category DM particular type is not easy. Because th@ZBt
depends on the circumstances at the time a diagnosis is made SEfipr most doctors and patients feel less
important to label certain types of diabetes than understanding the pathogenesis of hyperglycemia and
to treat it etfectively.

In a case in which a pregnant woman is diagnosed with gestational diabetes mellitus (GDM) as
having blood glucose levels are higher than normal after delivery, it turns out after a series of laboratory
tested women suffering from type 2 diabetes. Another case where the person is diagnosed with diabetes
because of taking steroids exogenous and the blood glucose to normal after stopping taking
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glucocorticoids. Therefore, the determination of a person diagnosed with diabetes mellitus type what's
important to do, so that treatment is given according to the condition and type of diabetes disease
suffered by patients.

During this time a person suffering from diabetes diagnosis enforcement of certain types go through
the stages of laboratory tests and doctor. However, the method of determining the classification in data
mining dfknose a patient suffering from a certain type of diabetes can be done through an
algorithm.Learning Vector Quantization(LVQ) is a classification method in which each unit of output
presented a class. LVQ is used for grouping where the number of groups already defined architecture
(target / classes are specified). LVQ provides some interesting features that is easy to apply and
rationally understood. This resulted in many researchers and practitioners choose to use as a method of
classification LVQ robust than other artificial neural network method that relies on a lot of black box
[5], According to some peneliian LVQ give better results with a high degree of accuracy and a small
error [6], based on research [7] LVQ provide accuracy values closer to actual results with the number
of different iterations and the accuracy of 79.31% for iteration = 60 and 90. While in research [8] LVQ
able to predict the accuracy of signatures to 98% on the test data. Therefore, it will be developed
classification model using LVQ to determine the type of DM diagnosed a patient.

2. Methodology
The data used in this study is the medical records of patients with diabetes mellitus in Pirngadi Hospital,
Medan from years 2015-2018. From the existing dat{{#ill be established diabetics classification model
based on the type of diabetes that is there, namely diabetes type 1, diabetes type 2, and gestational
diabetes mellitus type DM special type. However, due to limited availability of data, only 3 DM type
class that will be used as the output type 1, type 2 and type special .. There are 57 medical records with
details of 12 patients with diabetes mellitus type 1 DM patient data, patient data 42 DM type 2 and 3
DM patient data with special conditions. based on [4] variables used in this classification is x; = gender,
X» = weight, height = x3, x4 = blood pressure, xs = random blood glucose levels (GDS), and x¢ = age. To
form the classification model using LVQ DM type, then the data is divided into two parts, namely the
data for training and testing data for a total of 45 randomly selected data is used for training and the
renflining 12 are used for testing.

Learning Vector Quantization(LVQ) is a classification method in which each unit of output presented
a class. LVQ is used for grouping where the number of groups already defined architecture (target /
classes are specified). The working principle of LVQ algorithm is the reduction of its neighboring nodes
(neighbor) and illustrated through asitektur LVQ in figure 1 below [9].

Input layer Output layer
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H; |————

Figure 1. Architecture LVQ
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Information
e x| -x6 is the input value
e ||X — wq|| up with is the distance weighting||X — ws]|
e HI - H3 is the output layer
e DI - D3 is the output value

Flowchart LVQ development stage classification model for diagnosing diabetes patients is shown in
Figure 2:

p
Data collection ——  initialization parameter
& l
Classification of diabetic Classification of diabetic
patients in the data testing patients in the training

\ data

l

LVQ model performance
evaluation classification

Figure 2. Flowchat Classification Model Development Stage Diagnosis of Diabetes Patients

While the steps of the LVQ algorithm offfraining data are [9-10]:
1. Initialization of the initial weight (w) and LVQ parameters, namely maxEpoch, a, deco, and
ming.
Enter the input data (X) and a target class (T).
Set initial conditions: the epoch = 0.
4. Do if (epoch <maxEpoch) and (o > min a)
a. epoch = Epoch + 1

(WSS )

b. setJ such that ||XI- — wj" minimal use of calculation formulas Euclidian distance

D () =X(W;; — x;)? (1

c. Fixed Wj withfflhe following provisions:
IfT = Cj then Wj (t+ 1) =wj (t) + a (t) [x (t) -wj (t)] 2)
Ifthe T # Cj then Wj (t + 1) = wj (t) - a (t) [x (t) -wj (0] (3)

d. Subtract the value of o by: o= a.-a * o dec (4)

5. Test the stop condition with the output of the optimal weight.
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Figure 3. Flow Chart Testing LVQ

After classification models built using training data obtained by the testing involves testing and
measuring accuracy of data generated classification model. To measure the performance of model
classification parameters used is the level of accuracy. A within the classification system are expected
to classify all data sets properly, but there is no doubt that the performance of a system can not be 100%
accurate. To measure the level of accuracy can be used the following formula [11]:

= Mount Of data predicted correctly

Accurac —
y Number of predictions made

3. Results and Discussion

In the process of network training used some parameters to build a classification model diagnose patients
with diabetes mellitus, these parameters are defined in Table 1.

Table 1. Parameters used in the training process LVQ network

Indicator Value

Number Patterns Put on Training 45 Data

Number Patterns Feedback on Testing 12 Data

Number Patterns Target T— 3 class =
Variations in the training rate (o) 0.1; 0075; 0.050; 0025
Renewal rate o dec Training 0:01;0.1; 0:25; 05; 0.75
Maximum iterations (epoch) 1000

The value on the parameter a that is used is in the range of 0 <a <1 [12]. The results of the training
pross then matched against the target data obtained based on diagnoses that are of medical records. If
the result of the training process carried provides high compatibility to the actual data, the accuracy of
the training process should reach a high percentage. Evaluate the accuracy of the training process is
obtained from the parameters that have been defined in Table 2.
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Table 2. Classification of Diabetes Model Training on Various Parameters

Dec (o) o final epoch Level of accuracy (%)
0:01 0.1 759 93
0075 525 89.5
0:05 340 89.5
0025 270 88
0.1 0.1 110 92
0075 90 84.3
0:05 85 80
0025 73 76
0:25 0.1 65 92
0075 53 83.5
0:05 44 80
0025 37 79.9
05 0.1 31 88
0075 28 79.9
0:05 24 70
0025 20 68.7
0.75 0.1 17 85
0075 12 83.8
0:05 10 80
0025 7 78.7

In Table 2 shows that the highest accuracy was obtained by 93% in network training, the learning
rate parameter o of 0.1, dec a = 0:01 and the last epoch value is 759. Average minimum accuracy of
78.7% with parameter o = 0.025, o dec = 0.75 and last epoch was 7.
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Figure 4. The pattern of increase in the value of the parameter learniang accuracy rate (o) change and
constant parameter o dec

Simulation of changes in the value of learning rate and the reduction rate o (dec o) training data
shown in Figure 4, shows that the value of the learning rate o dec affect the value of a and accuracy.
Wherein if the value pengrurangan pembelajan rate (dec o) is constant and the value of a decreases
learniang will result in a decrease in the level of accuracy that is generated. However, if the learning rate
() remains and reduction in the rate of learning (dec o) decreases, the level of accuracy of the training
process provides a level of accuracy that is not stabilized (fluctuating). This is consistent with the results
of research conducted [ 12]. That the greater the value of o used will result in the rate calculation is not
stable. Conversely smaller value of o used will result in higher accuracy value calculation but the rate
will be slowed down.

In testing process was performed using 12 data randomly selected from a total of 57 data and
represent every class there. Parameters used in the testing process is the same as the parameters is done
on the training process are shown in fible 1. The results of the testing process classification models
using LVQ diabetes patients obtained the results shown in Table 3:

Table 3. Classification of Diabetes Model Tests on Various Parameters

Dec (o) o Level of accuracy (%)
0:01 0.1 90
0075 89
0:05 89
0025 88
0.1 0.1 87
0075 87
0:05 86
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0025 85
0:25 0.1 83
0075 83
0:05 82
0025 81
05 0.1 80
0075 80
0:05 80
0025 80
0.75 0.1 80
0075 19
0:05 18
0025 8

There are several grades of high accuracy in the testing process. The results of the testing process,
obtained the highest accfifilcy rate was 90% with a parameterdec o = 0.1 and . = 0.001. And the value
of the lowest accuracy in the testing process is obtained on the value of learning rate (o) 0.1 and
decreasing learning rate (dec @ ) = 0.01. While the lowest accuracy value for the testing process was
obtained at 78% with the value of learning (o) 0,05 dan 0.025 dan dec(a) = 0.75.

95
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90

Learning rate (o) = 0.075

- =
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Z 85 2
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Figure 5. The pattem of increasing accuracy values based on dec (@) parameters varies and the

learniang rate (o) parameters are constant

It is the same as the training process, where if the pace of learning o is constant and the learning rate
decreases (dec «) declining will result in a decrease in the level of accuracy produced. However, if the
value of the learning rate (o) is constant and the value of the learning rate reduction (dec o) decreases,
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then the level of accuracy in the testing process will experience an increasing pattern. So that it can be
said that the development of the diabete patient classification model is highly influenced by the learning
rate value (o) and dec (o). Where optimal generated under simulated parameters testing process is of
the highest accuracy at a value of 90%, the value of the learning rate (o) = 0.1 and a reduction in the rate
of learning (dec o) = 0.01, respectively.

4. Conclusions

Highest levels of accuracy obtained in simulas formation LVQ classification model learning process
was 96% in the testing process and 90%. Training and testing process provides a pattern the same
parameters in generating the accuracy of classification models were established. Wherein, the smaller
the value of learning rate will result keakuarsian level models are also getting smaller. While the best
parameter values to produce a good classification model in the learning process or test is @ = 0.1 and
dec (o) = 0.01, respectively.
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